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SUMMARY

A sensitive and selective thin-layer chromatographic (TLC) method has been developed
for the determmnation of levels of a new benzamide, 5-(methylaminosulphonyl)-N-[(1-
allyl-2-pyrrohdinyl)methyl]-2-methoxy-4-amino benzamide (RIV 2093), in uritne Diazofiza-
tion, followed by coupling with N-(1-naphthyl)ethylenediammonium dichlorde, carried out
on the thin-layer plate, has been utilized for visuahization The intensity of the spots has
been measured by simultaneous reflectance, with the transmittance mode at 530 nm
The detection limit 1s 10 ng of applied material This method has been used to determine
urine levels of the unchanged drug in the pharmacokinetic study of benzamide in humans
after a single dose (intravenous and oral) and multiple doses (3 X 50 mg) of the drug During
this study, benzamide was also determined in blood and urne by high-performance hqud
chromatography, which enabled urine levels determined by the two methods to be com-
pared by a linear structural relationship, the results were well correlated

INTRODUCTION

In a previous paper [1], we described a sensitive and selective high-perfor-
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mance hguid chromatographic (HPLC) method for the determination of a new
benzamide, 5-(methylaminosulphonyl)-N-[(1-allyl-2-pyrrohdinyl)methyl] -2-
methoxy-4-ammo benzamide (I) (pK,; = 8 6, pK,, = 11 7), 1n biological fluids
The observed detection limit (with UV detection) by that method 15 12 ng/ml
plasma, which corresponds to a 10-ng mjection [1]. A method was required
for the measurement of blood and urme levels of the unchanged drug for a
study of its pharmacokinetics in twelve healthy subjects [2]

The purpose of this present paper 1s to describe a quantitative thin-layer
chromatographic (TLC) method for the detection of compound I m urme
In companson to UV detection, an increased sensitivity and selectivity was
obtamed by using an 1 situ diazo-couphing technique after spraying the plates
with Bratton-Marshall reagent [3—5] To check the vahdity of the method as
compared to the HPLC method [1], we have used a statistical analysis
approach

EXPERIMENTAL

Materials and reagents

5-(Methylaminosulphonyl)-N-[(1-allyl-2-pyrrolidinyl )methyl] -2-methoxy-4-
amino benzamide (RIV 2093, I) was obtained from Delagrange (Pans, France)
and was used as 0.004, 0.006, 0.01, 002, 0.03, 0.04 and 0.05 g/1 solutions,
prepared by dilution from a 1 g/l stock solution 1n glass-distilled water

Methanol was twice-distilled in an all-glass apparatus before use. Chloroform,
ammonium hydroxide, hydrochlone acid, sodium nitrite and N-(1-naphthyl)-
ethylenediammonium dichlornde were all of analytical-reagent grade (Merck,
Darmstadt, F R G ) Chloroform was used without further purification

Solutions of sodium nitrite, hydrochloric acid and N-(1-naphthyl)ethylenedi-
ammonwuum dichloride were freshly prepared in glass-distilled water and were
used as 1% (w/v), 2 M and 0.1% (w/v) solutions, respectively

Thin-layer chromatography

Separation was performed on precoated silica gel 60 glass TLC plates
without fluorescent indicator (20 X 20 em, Merck), with a layer thickness of
0.25 mm. Plates were made with 11—15 ym particles, which have a rather
narrow particle-size distribution. Samples were applied to the plates using a
10-ul Hamilton syringe, calibrated at 0 1-ul intervals Spots were apphed 2.5 cm
from the edge and from the bottom of the plate The edge of the plate was
dipped into the mobile phase to a depth of 0 8 cm

The mobile phase was chloroform—methanol—ammonium hydroxide
(80 15-3). This was allowed to travel 14 cm from the pomt of application
The plates were dried 1n a stream of air at 30—40°C after development and
after each spray.

Spraying of the plates was carried out from a distance of ca 30 cm with a
spraying device (Desaga Spray-Gun, Roucaire, France), in zig-zag movements,
covering the whole of the appropriate side of the plate evenly over a period
of 20 s per spray solution per plate of 20 X 20 cm

Spraying of the plates was done first with a 1% solution of sodium nitnte
mn water, after drying for 10 min with a hydrochloric acid solution, then,
after drymng, with the reagent solution
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Fig 1 In situ reflectance and transmittance mode spectra of benzamde on a TLC plate
(c = 40 mg/1)

Quantitation was performed with a Zeiss PMQ II spectrophotodensitometer.
The signal was recorded on a chart recorder (B.B.C Goerz) and the peak areas
determimed with an electronic integrator (Minigrator®, Spectra-Physics,
France). Measurements on the plates were carried out m the simultaneous
reflectance and transmittance mode 1n the direction of the solvent flow with a
03 X 8 mm aperture sht, scanning speed 50 mm/min and paper speed 60
mm/min. When the plates contamming the diazo-coupled spots were subjected
to photodensitometric analysis, the maxmmum detector response was observed
at 530 nm (Fig. 1)

Sample preparation

Ahquots of 3-—10 ul of each urne sample were spotted directly on to the
plate 1 0.2-ul fractions (eleven spots per plate). Each spot was dried n a
stream of air at 30—40°C

Instrument calibration
For calibration, 5 ul of each standard solution in urine were spotted directly
This represents amounts of 20—250 ng of compound I

Data analysis

Peak integrated area was used as the assay parameter The relationship
between spot area and analyte concentration was established on the same plate,
and linear regression was applied to the data

Statistical analysis hinear structural relationship

The standard computational methods applied 1n linear regression analysis
assumes that only the dependent variable 1s affected by a random error How-
ever, 1t 15 well known that when both dependent and mdependent variables
are affected by a random error (as in the present case), the use of this standard
computational method 1s not approprnate, since 1t produces a biased estimate
of the slope parameter
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Many approaches have been suggested to overcome this problem [6- 8].
Different methods have been compPared using a Monte Carlo simulation
procedure [7], and the method of York [8] seems to be the most reliable and
robust techmque

In the present paper, an observed point 1s defined as a pair of values, x, y,
where x 1s the TLC value and y the HPLC value.x and y are related to a
straight line with mntercept o and slope § by

x=X+e 1)
y=a+pX+8§ (2)

where (X, a + gX) 1s the expected value of the line and (e, § ) represents the
analytical error of the observations.

Given n independent observations (x;, ¥1), - - (%n, ¥n) of (x, ¥), the
parameter (&, B) of the straight line 1s estimated by minimizing the sum of
squares (SS):

88=3 3w(x,) [x,— £]1% + w(y) [y~ 9.1° (3)

The weights, w(x,) and w(y,), are usually defined as inversely proportional to
the variance of x and the variance of y, respectively.

York [8] has shown that the least-squares solution 1s the root of a cubic
equation in 3. The estimation, &, of o can be obtamned from y — fx (where
% and ¥y are the means of x and y); the best estimate of § can be found by an
iterative procedure. If X, ¢ and § are assumed to be mdependent random
variables, with e and § normally distributed, (8, &) may no longer correspond to
a hivariate normal distribution

Nevertheless, a simultaneous test of the null hypothesis « = 0 and 8§ = 1 can
be approximately achieved using the F test [9].

Calculations were carried out m FORTRAN using the SAS statistical analysis
system (IBM 3081, Centre National Umversitaire Sud de Calcul, Montpeller,
France).

RESULTS AND DISCUSSION

Thin-layer chromatography

The observed Rp of compound I was 0 6. The purple-red spots of the sample
were stable at both room temperature and under light for 2 h (intensity
decrease < 2%)

The reproducibility of the chromatographic method was determined on three
solutions of compound I prepared 1n urine at concentrations of 6, 20 and 40
pg/ml Ahquots of 5 ul of each sample were spotted 1n replicate (n = 10) and
the spot areas at these different sample concentrations were determined The
coefficients of vanation were 11.7, 6.77 and 4 57%, respectively

Asymmetry coefficient
The peak skew was evaluated on the chart using the asymmetry coefficient,
As, 1.e.
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As=b/a (4)

where b 1s the distance after the peak maxmmum, and a the distance before the
peak maxinum, both ¢ and b bemng measured at 10% of the total peak height.
For compound I, the asymmetry coefficient was found to be 1.20.

Linearity

In urine, the peak area varied hnearly with concentration over the range
gwven 1n Table I. The coefficient of the linear regression analysis + S.D was
0.995 + 0.004, the slope was 78.46 + 46.3 S.D.

TABLE I
LINEAR LEAST-SQUARES REGRESSION THROUGH x, AND y,

x, = Amount of benzamde spotted 20, 30, 50, 100, 150, 200 and 250 ng,y, = integrated
areas corresponding to different concentrations

Urine  Linear Slope Intercept Urine Linear Slope Intercept
No regression No regression
coefficient, coefficient,
r r

1 0 99047 46 88 100056 36 0 98857 5756 17856

2 0 99166 8329 13907 37 099202 74 72 1408

3 099771 6311 779 3 38 0 99838 80 30 638 8

4 0 99480 6723 25140 39 0 98940 58 86 19775

5 099919 5523 32686 40 0 99579 5212 862 3

6 0 99047 46 88 10005 41 0 99864 7151 2192

7 0 99166 8329 13907 42 0 99891 67 98 742 2

8 099771 6311 779 3 43 0 98904 6908 10747

9 0 99476 6723 25140 44 0 99453 53 56 22150
10 0 99919 5523 32686 45 0 99516 5969 30183
11 0 99917 77 76 496 4 46 0 99973 5247 40030
12 0 99600 3737 16600 47 0 99589 5243 16509
13 0 99591 10352 35300 48 0 99963 6225 8888
14 0 99887 63 84 544 7 49 0 99449 43 37 841
15 0 99348 2476 94 3 50 0 99406 7040 10860
16 0 99110 88 03 2005 51 099171 6213 24112
17 099998 101 58 1334 52 0 99964 80 22 2127
18 098794 13839 14353 53 0 99116 5000 26982
19 0 99603 121 40 1085 54 0 99263 5757 17046
20 099778 6586 23537 55 0 99643 6977 11937
21 0 99146 78 23 13080 56 0 99936 85 31 542 8
22 0 99670 12564 28860 57 099714 4736 35863
23 0 99930 100 77 507 3 58 0 99379 6325 15448
24 0 99315 17534 19906 59 0 99598 6334 14860
25 0 97475 85 68 4331 60 0 99666 55 87 21196
26 0 98753 21275 11773 61 0 98770 52 34 149 2
27 0 99578 6189 16574 62 0 98689 67 66 24782
28 0 99838 6864 10458 63 0 99246 8389 13783
29 0 99580 21345 21385 64 0 98932 6232 33232
30 0 99999 77 02 26 8 65 0 99589 64 22 757 2
31 0 99941 325 42 762 8 66 0 99477 67 23 25140
32 0 99845 161 40 3644 3 67 099725 5538 33208
33 0 99096 42 87 8591 68 0 98845 66 41 23078
34 0 99519 3125 67212 69 099471 7330 26639

36 0 99902 44 38 456 2
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Accuracy

The accuracy of the method was checked on three samples of urine spiked
with compound I at concentrations 5, 10 and 17.5 ug/ml Each sample was
determined n replicate (n = 5). Table II gives the results expressed as a per-
centage of the theoretical concentrations and the relative error

TABLE II
ACCURACY OF THE TLC METHOD

Theoretical Experimmental Mean experimental  Percentage Relative

concentration concentration concentration + SD dose error

(ug/ml) (ug/ml) {ug/ml) (%)

50 50, 55, 50, 5096 = 0226 101 92 +1 92
498, 50

100 102, 1015,1013, 1014 = 00432 101 40 +1 40
1008, 1013

175 17 58, 17 50, 17 75, 1759 £0104 100 51 +0 51
17 63,17 50

The accuracy of the method has been tested using linear regression [10].
The hinear model for regression with replicate Y per X 1s given by

Yy=u+8X,+D,+ ¢ (5)

where Y, =) experimental concentrations (j = 1, , D) of 1 theoretical groups
(=1, 2, 3), X, =1 theoretical concentrations, D, = deviation of the mean,
Y, == Js= 1 Yu/5 from regression, which 1s assumed to have a mean of zero and a
variance of ¢}

The results obtained and a table of regression are given 1n Table I11.

The sum of squares (SS) owing to linear regression represents that portion
of the 8§ among groups that can be explained by linear regression on X. The SS
owing to deviations from regression represents residual vamation around the
regression line. The SS within groups 1s the measure of the vanation around
each group mean.

TABLE III
TABLE WITH REGRESSION FOR ACCURACY OF THE TLC METHOD

df = Degrees of freedom, 88 = sum of squares, MS = mean square, F = F value of the test

Source of variation

df SS MS F
Among groups 2 395 223 197 6115 9285 851
Linear regression 1 395 2167 395 2167 62261 83
Dewiation from regression 1 6 3477FE — 03 6 3477E — 03 0298
Within groups 12 02553711 2 1281E - 02
Total 14 3954784
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We first test whether the mean square (MS) for deviations from regression
1s significant by computing the variance ratio of MSy. x over the within-group
MS. Simce we find F = 0298 (< 1), we accept the null hypothesis that the
deviation from hnear regression 1s 0

To test the occurrence of hinear regression, we therefore tested MSy over the
mean square of dewviations from regression s¥.x and, since F = 62261.83
1s greater than Fy o5 (4, 1) = 161 4, we clearly reject the null hypothesis that there
15 no regression, or that § = 0 (P = 0 0069)

The equation of the linear least-squares regression 1s

¥=0117+099922X% (6)

We have used a simultanecus test for slope = 1 and intercept = 0 [9] This
method gwves an F value of 18 825 with 2 and 1 degrees of freedom(P=0 1689).

Our conclusion 1s that the differences between theoretical and experimental
concentrations are not significantly different

Selectinty

The method appears to be selective under the conditions described, and
compound I 1s well separated from 1ts expected metabolites. This selectivity
was also mnvestigated by use of two-dimensional TLC The two mobile phases
were chloroform—methanol—ammonium hydroxide (80 15 3) and acetone—
methanol—ammonium hydroxide (70 30 3) for a first assay, the latter mobaile
phase was modified to dusopropyl ether—methanol—ammonium hydroxide
(50 50°3) for a second assay Compound T 1s very well separated and no other
spot appears.

Limit of detection

This was evaluated as 10 ng by the amount of sample that yields a detector
response equal to twice the detector noise

The TLC determination of compound I in urtne 1s selective, rehable and
sensitive (10 ng spotted) This sensitivity s equivalent to the HPLC method (10
ng 1in the mjection) [1] Reproducibility of the TLC method through the
statistical coefficient of varation was 11.7% for a low concentration of 6
ug/ml, for an equivalent level (6.25 pg/ml), the reproducibility of the HPLC
method 1s much better, the coefficient of variation being 0.27% [1]

For measurement of plasma and red blood cell (RBC) levels of the
unchanged drug for pharmacokmetic study of compound I investigated 1n
twelve healthy subjects (six men, six women) [2], the TLC method was not
used because m the concentration ranges relevant to plasma and RBC levels
the analytical variances were higher for TLC. Blood levels were determined
by the HPLC method [1]

During this study, blank urine was collected at regular intervals, urine
concentrations were measured by HPLC and TLC methods for 48 h

The results of HPLC and TLC determination of the urine samples were
compared by York’s method [8]

Results of linear structural relationship
Fig 2 shows the scatter-gram of the two variables obtained using results from
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Fig 2 Parallel analysis of human samples by TLC and HPLC

444 urnine samples. When using York’s method [8], the range of TLC and
HPL.C was divided mto four mtervals in which the analytical vanances were
constant (Table IV)

The simultaneous test of identity for TLC and HPLC methods gives an F

TABLE 1V
ANALYTICAL VARIANCES IN INTERVALS OF VARIATION FOR YORK’S METHOD

Method Limit of interval Analytical Number of

(mg/1) variance replicates
HPLC 0 10 0 0590 n=12
10— 50 081 n=12
50—200 6 25 n=12
200400 225 n=12
TLC 0— 10 0 342 n=20
10— 50 272 n=20
50—200 14 10 n=20
200—400 9 00 n =20

TABLE V
RESULTS OF YORK’S METHOD

Correlation between y and x 0 9980
Intercept, & —0 426

Slope, g 0989
Correlation between & and g —0Q 4810

s(’; 08571072
s5 . 023110
s(&,8) —0 214103
s? 0 7873

s 64932
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value of 23.77 with 2 and 442 degrees of freedom (P < 0.0001) Thus, the
linear relationship 18

y©PLC) = —0.426 + 0.989 X x(TLC) (7

The results obtamned using York’s method [8] are given in Table V.

The linear structural relationship shows that the results obtained from TLC
are slightly overestimated in companson with HPLC (& = —0.426).

In order to establish a simpler equation, we have made a test where & = —0.5
and g = 1. This test gives an F value of 2.678 (P = 0 0678), which enables us to
write a new relationship,1e:

yEPLC)= 0 5 + x(TLC) (8)

Table VI gives different relative errors in some intervals of TLC concen-
trations

TABLE VI
RELATIVE ERRORS IN SOME INTERVALS OF TLC CONCENTRATIONS

Lamit of interval Relative error Number of value
(mg/l) (%) (%)

0— 10 =10 333
10— 50 10—1 491
50—200 1—0 25 15 8

> 200 <0 25 18
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Fig 3 Benzamide urinary excretion rate following mtravenous and oral administrations to
a healthy subject (o) HPLC, (») TLC
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CONCLUSION

The TLC determination of compound I in urine 1s selective and sensitive.
However, TLC was not used for blood sample analysis because 1n the
concentration ranges relevant to plasma and RBC levels, the analytical vanances
are higher for TLC than for the HPLC method Nevertheless, for eliminated
concentrations over 10 mg/l, the relative error 15 < 10% and the two methods
are 1n good agreement Advantages of TLC he in simultaneous analysis of many
samples, moreover, the method 1s inexpensive. An example of variation of the
uriary excretion rate with time (rate plot), after intravenous and oral
administrations, 1s given m Fig. 3.
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